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Abstract
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1. Introduction

The main purpose of this paper is to use the frvaorie of ‘new’ growth theory to
explain differences in the productivity of capitatross countries by converting a typical
‘new’ growth theory estimating equation into a pwotivity of capital equation and
estimating the determinants of productivity difieces explicitly. This is not done in the
‘new’ growth theory literature, but as Levine andrRlt (1992) remark: “If we include INV
[the share of investment in GDP in the equatiohg bnly channel through which other
explanatory variables can explain growth differalstiis [through] the efficiency of resource
allocation” (p. 946); in other words, by the protivity of capital. Apart from explaining
differences in the productivity of capital expllgjtthe advantage of using the productivity of
capital as the dependent variable is that we cahdieectly whether or not there are
diminishing returns to capital, rather than relyimglirectly on the sign of the initial per
capita income (PCY) variable in the traditionalWwieggrowth theory regressions where the
negative sign could be the result of ‘catch-upfaster structural change in poorer countries
and not the result of diminishing returns to cdpites Benhabib and Spiegel (1994) remark
in their paper on the role of human capital in depment: “A negative coefficient estimate
on initial income levels may not be a sign of cageace due to diminishing returns, but of
catch-up from adoption of technology from abroaklege two forces may be observationally
equivalent in simple cross-country growth accoumemercises” (p. 160). This is also one of
the reasons why conditional convergence in ‘Baypet growth regressions (Barro, 1991,
1998) does not imply rejection of the AK (constegturns to capital) model (Temple, 1999:
p.123). Our data set will be 84 countries overpgbgod 1980-2011, using twenty potential
explanatory variables, the significance of whichl Wwe tested using thautomated general-

to-specific model selection procedure incorporatethe software programme Autometrics



(Doornik and Hendry, 2013) The paper therefore has three novel featuregroltides a
simple way of measuring the marginal productivifycapital; it provides an unambiguous
test of the returns to capital, and uses for th&t fime a computer-automated general-to-
specific methodology for identifying the causal edetinants of differences in the
productivity of capital across countries.

The origins of ‘new’ growth theory go back to thédm980s when Baumol (1986)
was one of the first to reveal that the countriethe world were not converging in terms of
productivity and per capita GDP, contrary to onetlé basic predictions of orthodox
neoclassical growth theory (Solow, 1956) basedhenassumptions of identical tastes and
preferences across countries; a common technobogy,diminishing returns to capital (or
falling marginal product of capital). Since thesfitwo assumptions of the basic neoclassical
model are manifestly false, there could never Hasen the presumption ahconditional
convergence; only conditional convergence contrglfor differences in the levels of savings
and investment across countries, and other fattatsaffect the productivity of capital such
as education, technology differences and the strecbf economies. The absence of
convergence is also consistent with the marginadiyet of capital not falling as countries get
richer and accumulate more capital. It was this itnspired the early work of Romer (1986)
and Lucas (1988) who argued that externalitiesdiacation and research and development
expenditure would keep the marginal product of tehgdrom falling and, because of this,
investment would matter for long run growth, wittowth endogenous in this sense and not
simply determined by the exogenous growth of ti®ua force and technical progress (i.e.
by the growth of the labour force in efficiency & the term originally coined by Harrod,

1939). Interestingly, Kaldor (1961) had alreadyuad over twenty years prior to Romer and

% See also Doornik (2009). As we shall discuss in more detail later on, Autometrics can be viewed as a third-
generation model selection algorithm that retains many features of Hoover and Perez’s (1999) pioneering
work, and the novel extensions developed by Hendry and Krolzig (1999) that appear in their computer-
automated model selection algorithm, PcGets (see Hendry and Krolzig, 2001).
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Lucas that there was no evidence that the margiraduct of capital was lower in rich
countries than poor countries (or that the captdaput ratio was higher in rich countries than
poor countries)

A constant capital-output ratio is the simplestsi@an of ‘new’ growth theory — the
AK model — and if investment ratios are the sam®sxc countries, differences in growth
must be due to differences in the productivity apital, as in the Harrod growth formula. If
we write:

Y =AK (1)
whereY is national outputX is the quantity of capital (broadly defined) ahds a constant, it
is immediately obvious (see Hussain and Thirlw2@lQ0) that this model is none other than
the Harrod (1939) growth equation@¥£ s/c, whereg is the growth of outpusis the ratio of
savings to GDP andis the actual incremental capital-output radii§/dY. To see this, totally
differentiate equation (1) and divide throughYowhich gives:

dy _dAK , dKA _ Al
S @)
Y Y Y Y

or g=sl/c 3)
wheres = 1/Y in the national accounts ardis the reciprocal of the marginal product of
capital, A = dY/dK. What this means is that if the capital-outpuioras the same across
countries, there would be a perfect correlatiorwbeh real GDP growth and the ratio of
investment to GDP. To the extent that there isanperfect correlation, this must be due to
differences in the productivity of capital. In Frgul below we show a scatter diagram of the
relationship between GDP growth and the investmatid for the 84 countries that we take

over the period 1980-2011.

® Kaldor replaces the neoclassical production function with a technical progress function where there is an
interdependence between capital accumulation and technical progress which preserves the capital-output
ratio.



Figure 1:

The Relationship Between Investment and Growth
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1) Data source: World Bank Development Indicators {&&gle 3 and Appendix 1).
2) Figure 1 is scaled according to the lowest investmetio in the sample, which is 10.7%.

The simple regression and correlation between tnmwast and growth (t-values in

parentheses) is:

g, = 020+ 014(1 /Y), i=1..84 (4)

(028) (479
The Ris 0.22 which leaves a lot of the variance in thegh of output to be explained by

differences in the productivity of capital — or fdifences in the incremental capital-output

ratio?

¢ Taking account of population growth (p) and regressing the growth of per capita income on the investment

ratio gives (absolute t-values in parentheses): (g—Pp); =— (%%ﬁ ((7)53)-0 1Y); : R? = 0.43, leaving just over half

the variance of per capita income growth to be explained by differences in the productivity of capital.
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In ‘new’ growth theory regressions, therefore, ethiinclude investment, all that
‘new’ growth theory is trying to do is to explaiiffdrences in the productivity of capital — as
noted by Levine and Renelt (1992) referred to earBut ‘new’ growth theory never does
this explicitly and has no unambiguous test of Wwhebr not there are diminishing returns to
capital. In the next section we convert a standaeg’ growth theory estimating equation
into a capital productivity equation and show hdw transformed model provides a direct
test of the returns to capital. Section 3 examtneshat extent our new marginal product of
capital measure differs across rich and poor casmtSection 4 introduces the econometric
specifications, the twenty potential explanatoryialsles, and discusses the computer-
automated general-to-specific model selection mhoe Section 5 estimates the capital

productivity model and section 6 discusses theltesbection 7 concludes.

2. Measuring the Productivity of Capital

There are a few studies which attempt to measwenidwrginal product of capital, or
its reciprocal, the capital-output ratio, acrosardaes using a variety of techniques and data
sets (e.g. King and Levine, 1994; Benhabib anddgahied 994, and Caselli and Feyrer, 2007).
The results differ according to the data and prooesl used. King and Levine (1994) use
estimates of the capital stock from Summers anddAe€l991) for 112 countries over the
period 1950-88 and conclude that capital-outptibsaare strongly positively associated with
the level of economic development; that is, dinfimg returns to capital. In our view the
estimates of the capital-output ratios are farltow;, 2.59 for OECD countries and only 1.6
for non-OECD and non-oil producing countries. Thisr@o adjustment for the contribution
of labour force growth to output. Benhabib and §pi€1994) don’t say how many countries
they take but conclude from their regressions: dme to capital ratios in the current data set

are negatively related to income levels at a 5%idence level...[so] poorer countries should



have higher returns to physical capital inputs”Xp3). This would also suggest diminishing
returns to capital, but, as in King and Levine, @ltput growth is attributed to capital and
none to labour. Caselli and Feyrer (2007), in trairdy of 53 countries, measure the
productivity of capital by its rate of return. Thaygue that the productivity of capital in poor
countries is exaggerated because the relative pfidavestment goods is higher and no
deduction is made for income accruing to land agdnal resources. When these two factors
are allowed for they find that the marginal prodattcapital is remarkably similar across
countries. In fact, on average, rich countries reg#ghtly higher marginal product of capital
than poor countrie.In an early growth accounting study, Denison ()96#marks that
although levels of output per head and capitalh@ad differ across countries, the capital-
output ratio appears remarkably constant acrosaties — one of Kaldor's (1961) stylised
facts referred to earlier.

So, studies differ in their conclusions, but theg hardly comparable because of
differences in procedures used which are ofterequoimplex. None of the studies takes the
obvious approach of dividing the long-run growthcoluntries @Y/Y) by their average ratio
of gross fixed capital formation to GDRY). This does not require any new estimation of the
capital stock across countries. The data are feaddilable from the World Bafik

Therefore, we define the productivity of capitabadjusted for population growth, as:

dY/y _dy _dy

== 5
1Y I dk ®)

Now take a typical ‘new’ growth theory estimatinguation of the form:
(5] el sorerva

> Without adjustment, the average marginal product for 29 low income countries is 29%, and for 24 low
income countries, 11%.

® But output growth still includes income accruing to land and natural resources which is excluded from the
Caselli and Feyrer (2007) study.



where (dY/Y —dP/ P), is the growth of per capita income in couritry(l /), is the ratio of
investment to GDPPCY, is the initial level of per capita income (to tést convergence),

and X, is a vector of other growth determinants. Dividegyation (6) b)(l /Y)i gives:

dy/Y -dP/P . PCY X
—_————— | =a {1 /Y) +a, +ta,| — | ta,| — 7
( 1Y Ji o(11Y) ! Z(I/in 3(I/Yl 0

dy/y
T =dY/l =dY/dK is the unadjusted marginal product of capital. Tileexpression

on the left hand side of equation (7) is what wi tbe@ adjusted or net marginal product of
capital (adjusting for the contribution that popida growth, dP/P = p, makes to output
growth through the growth of the workforceYhe relationship between the net marginal
product of capital (nMPC) and the inverse of theestment ratio provides a direct measure
of the returns to capital, as shown in Figures-B(aJrhe coefficienta, is the constant or
asymptote. The sign af, measureslirectly whether or not there are diminishing returns to
capital. A negative sign in Figure 2(a) impliesrgasing returns; a positive sign in Figure
2(b) indicates diminishing returns, andaf is not significantly different from zero in Figure
2(c) this would indicate constant returns to cdpie no relation between the quantity of
investment relative to GDP and its productivity.eTéign on the initial per capita income
variable in equation (7) measures whether or neteths conditional convergence, but a
negative sign can no longer be interpreted, asoB§t©91) does for example, as a
rehabilitation of the neoclassical model with dimehing returns to capital because this has

already been controlled f8r.

’ This distinction is equivalent to that between the gross incremental capital-output ratio (ICOR) and the net
ICOR (see Leibenstein, 1966; Vanek and Studenmund, 1968).

8 Controlling for differences in the level of education across countries, Barro (1991) argues: “Thus, in this
modified sense, the data support the convergence hypothesis of neoclassical growth models [based on
diminishing returns to capital]. A poor country tends to grow faster than a rich country, but only for a given
quantity of human capital.” (p. 409).
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The Returns to Capital
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To test for diminishing returns to capital, and tiegerminants of capital productivity,

we shall be basically running regressions of tygeation (6) and equation (7), using the

software Autometrics (Doornik and Hendry, 2013). Wae assembled a consistent data set

for 84 developed and developing countries of theldvavhich includes twenty explanatory

variables over the period 1980-2011. The definibbthe variables, and the countries taken,

are given in Table 3 below (see section 4.2) anpefgdix 1. In the next section we provide a

more detailed discussion of the econometric modils and estimation procedure used.

Before econometric estimation, however, it is infative to look at the raw data on

gross capital productivity and net (adjusted fopydation growth) capital productivity across

the World Bank’s income classification of countrias2013: low income (LI); lower middle

income (LMI); upper middle income (UMI), and highcome (HI), and also across the

quartiles of countries from poorest to richest dase their initial per capita income level in

1980. The results are given in Tables 1 and 2 thegevith the standard deviation of all the

variables in parentheses.



Table 1:

World Bank Income Classification (2013) and Calpfitroductivity

Income Classification | Gross MPC | (g—p) | Net MPC 1Y
(number of countries) (%) (%) (%) (%)
LI 21.35 0.86 4.10 16.93
(13 countries) (7.92) (1.44) (9.58) (3.46)
LMI 18.52 1.35 6.47 19.94
(23 countries) (6.32) (1.49) (7.50) (4.23)
UMl 18.32 2.17 9.45 22.13
(17 countries) (4.14) (1.26) (4.45) (3.93)
HI 13.10 2.07 8.91 22.16
(31 countries) (4.90) (0.97) (3.40) (3.58)
Note: Standard deviations in parentheses.
Table 2:

Income Quartiles: Initial Per Capita Income LeVEZS0
Income Classification | Gross MPC | (g—p) | Net MPC 1Y
(number of countries) (%) (%) (%) (%)

Poorest quartile 22.05 1.38 6.54 18.03
(21 countries) (7.00) (1.64) (9.05) (3.99)
Second poorest quartile 17.33 1.55 6.40 21.52
(21 countries) (5.32) (1.60) (7.44) (4.72)
Second richest quartile 17.52 2.26 10.00 21.82
(21 countries) (4.17) (1.23) (4.14) (4.36)
Richest quartile 10.75 1.64 7.76 21.34
(21 countries) (2.94) (0.43) (2.20) (2.36)

NoteStandard deviations in parentheses.

The first data column in both tables gives therage unadjusted or gross marginal
product of capital (MPC); column 2 gives the averaggowth of per capita incomeg ¢ p);
column 3 gives the average population adjusteceoMPC, and column 4 gives the average
investment ratio I(Y). Table 1 shows that the poorest countries haveigaer gross
productivity of capital than richer countries, liois conclusion is reversed when population
growth is allowed for. In the low income countriéise adjusted productivity of capital is as
low as 4 percent, whereas it is nearly 9 percetiterhigh income countries. But note that the

standard deviations in the low- and middle- incotoentries are much larger than in the
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upper middle-income and high income countries. @&blells a similar story, except now the

net productivity of capital is more equal across lnd high income countries. The richest

quartile of countries has a productivity of 7.7 qet, and the poorest quartile has a
productivity of 6.5 percent, but again the standdediations in the poorest two quartiles are
large relative to the richest two quartiles. OVietthis means that there is large cross-section
variation within the poorest countries and als@mssrcountries.

If we further divide our sample of 84 countriesoirequal halves according to 1980
per capita income levels, and compare the prodtcidf capital in the poorest and richest
countries, we get a net productivity of capitaBd percent for rich countries and 6.5 percent
for poor countries, with standard deviations of Bdrcent and 8.2 percent in each half,
respectively. These net marginal product of cagistilmates are very close to those of Caselli
and Feyrer (2007) using a smaller sample of coesmtaind different estimating techniques.
They calculate (Table 3, p. 555) marginal capitaldpctivity estimates of 8.4 percent for
rich countries and 6.9 percent for poor countvesich are close to our estimates, but with
much smaller standard deviations of 1.9 percerthénrich half and 3.7 percent in the poor
half. Banerjee and Duflo (2005), in their surveyrafes of return in developing countries,
conclude: “It seems that the average returns angaky not much higher than 9% or so,
which is the usual estimate for the average stoaiet return in the U.S. (p. 483).”

Overall, therefore, what the raw evidence in tpaper shows is that while, on
average, the net marginal productivity of capiegras to be roughly equal across groups of
countries, there is wide variation within groupscotintries, and this is what we will try and
explain with our econometric modelling. The econtineresults reject the neoclassical
hypothesis of a simple linear inverse relation leetw the investment ratio and the
productivity of capital, but there are a numbefamftors which explain this wide variation in

the net marginal product of capital across rich poolr countries.
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4. Econometric Model, Data and Estimation Procedure

4.1 Econometric Model
The Barro-type (1991, 1998) per capita income ¢inaw@te model in equation (6) can

formally be converted into an econometric spedifacaby introducing an error term:

(9-p) =a, +a1(l7j. +a,INRGDP8Q +a,X, +&, i=1..84 (8)

where (g— p)i is the average per capita income growth rate imty i over the period
1980-2011;a, is an intercept term(l /Y)i is the average investment ratio over the period
1980-2011;InRGDP80Q is the natural logarithm of the initial level acfal GDP per capita

income in 1980;X, is a vector of other growth determinants; ands an unobserved error
term.
Dividing (8) by (1/Y), gives the econometric specification of the net rimaig

product of capital (nMPC) model in equation (7):

AMPC = a, (1 1Y) +a, +a,| MREDP8O) (X +[i) i=1.84 )
'y ) 1Y) \1ry)

Since our main interests are to test the dimingheturns to capital hypothesis and to
identify the determinants of capital productivione approach would be to estimate equation
(9) directly. Note, however, that equations (8) #8pare mathematically equivalent — the
same parameters appear in both equations. It reftre possible talerive the parameter
estimates of capital productivity in equation (9)dstimating the per capita income growth
rate model in equation (8). This could be an optioecause although the two models are
mathematically equivalent, they may differ in teraigheir statistical properties. If the error
term in equation (8) is well behaved then dividimgoy the investment ratio to derive

equation (9) may introduce heteroscedasticity atiroundesirable side-effects, such as
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outliers and misspecification problems. In thisreg®, it is preferable to estimate the per
capita income growth rate in equation (8) and aetive capital productivity estimates in
equation (9). Contra-wise, if the per capita incognewth rate, equation (8), suffers from
heteroscedasticity, then dividing it by the investinratio may solve the problem. This is one
of the remedial techniques suggested in the ecommsditerature if, and only if, the
variance of the error term is proportional to thj@are of the investment ratio (see Gujarati,
2003). In this case, it is advisable to estimageddpital productivity equation (9) directly.

In the empirical section, as our basic startingnfpove will first estimate the net
marginal product of capital model in equation (8)l @bserve the results. If necessary we can
then estimate, as a robustness test, the per ¢apiise growth rate model in equation (8) to

obtain the derived capital productivity measures.

4.2 Computer-Automated Model Selection Procedure and Data

Table 3 lists 20 potential regressors of the nodelequations (8)-(9) for our cross-
section sample of 84 developed and developing cesnteported in Appendix°1 The
expected sign on each of the variables is givepairentheses based on theory and results
already found in the literature. The selection efiables includes monetary, fiscal, trade,
financial development, geography and institutigoaitical indicators, as well as the average
growth of population and its initial size to cagtyotential market size effects. The list also
includes measures of physical and human capitalnagtation proxied by the gross fixed
investment ratio and average years of schoolingpaetively. The chosen variables are

representative of some of the key growth determigdhat have been identified in the

° Table 3 reports the original data sources of variables 4, 14, 15, 16, 17, and 18. These variables have also been
used in Sala-i-Martin’s (1997) empirical study and can be downloaded from Hoover and Perez’s (2004) website
at http://www.csus.edu/indiv/p/perezs/Data/data.htm. It would have been ideal to include research and
development (R & D) as an additional potential explanatory variable. However, R & D as a proportion of GDP is
not available for several developing countries over our full sample period 1980-2011. Appendix 1 discusses the
chosen sample of 84 countries in more detail.
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empirical literature (see, for example, Barro, 199998; Durlauf et al., 2005; Hendry and
Krolzig, 2004; Hoover and Perez, 2004; Levine arehé¥, 1992; Sala-i-Martin, 1997;
Temple, 1999; and other references cited in Taple 3

Given the long list of potential regressors, aon@mpirical issue is to decide on an
appropriate methodology to select the final mobtethis paper, we employ Hendry’s (1995)
general-to-specific (Gets) model selection procedas embodied in the computer-automated
Autometrics programme of Doornik and Hendry (2013Jutometrics is the direct outcome
of several novel and innovative developments iromated Gets modelling. Hoover and
Perez (1999) first proposed an automated Getsitiigothat captured many features of the
Hendry/LSE methodology. Hendry and Krolzig (199%)eeded the Hoover-Perez algorithm
in several distinct ways and created a second-ggaermodel selection programme called
PcGets (see Hendry and Krolzig, 2001; Hendry andizg, 2005; Krolzig and Hendry,
2001)° Autometrics can be seen as a third-generatiaorighgn that shares many features of
previous algorithms, albeit with some notable défeces (Doornik, 2009; Doornik and
Hendry, 2013).

Owen (2003) succinctly describes the Gets metloggohls “...the formulation of a
‘general’ unrestricted model that is congruent with data and the application of a ‘testing’
down process, eliminating variables with coeffitgethat are not statistically significant,
leading to a simpler ‘specific’ congruent modeltteacompasses rival models” (p. 609). In

this context, the Autometrics algorithm “...utilz@ne-step and multi-step simplifications
along multiple paths following a tree search methDagnostic tests serve as additional
checks on the simplified models, and encompassisig resolve terminal models” (Ericsson,

2012, p. 2). For a detailed discussion of the siioption process that underlies Autometrics,

see Doornik (2009), Doornik and Hendry (2013) andd€son (2012).

% owen (2003) provides an excellent overview of the PcGets software programme.
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Table 3 List of Variables

Variable (Expected Sign)

Description

| Comments

| Seurc

Dependent Variables:

1) g Growth rate of real GDIP Average: 1980-2011. WBDI.
at domestic prices.
2) (9—p) Growth rate of real GDIP Average: 1980-2011. WBDI.
per capita.
3) nMPC Net marginal product ofAverage: 1980-2011. WBDI.
capital: g —p)/(11Y)
Independent Variables (regressors):
4) ABLAT (+) Absolute latitude from the¢ Measures the impact 0fSee Sala-i-Martin
equator. geography on economic(1997) for source.
development. Sep
Gallup et al. (1999).
5) FDEV9O0 (+) Ratio of liquid liabilities Following King and| The latest versiof
to GDP. The ratio is alLevine (1993), we useof the datase
measure of financiglan initial value. Fort (November 2013
development, as discussedhost countries a valuedescribed in Bech
in Levine (1997). in 1990 is available. Faret al. (2000).
those countries withoyt
a 1990 value, we chose
the closest possible year
in the interval 1991
1994.
6) GCON (-) Ratio of general Average: 1980-2011. WBDI.
government consumption
expenditure to GDP.
7) GEX (+) Growth rate of real Average: 1980-2011. WBDI.
exports of goods and
services.
8) GPO ), (-) or (+) Growth rate off Average: 1980-2011. | WBDI.
population. Scale effects (+) or
resource depletion (-).
9) INFL () or (+) Inflation rate derived Average: 1980-2011. WBDI.
from the GDP deflator.
10) INFLSDEV (-) Standard deviation of thel980-2011. WBDI.
inflation rate derived fron
the GDP deflator.
11) INV (1Y), () Investment ratio = theAverage: 1980-2011. WBDI.
ratio of gross fixed capital
formation () to GDP ).
Both | andY are nominal
domestic price values.
12) InPOPS80 (+) Natural logarithm (In) ofMeasures scale effectaNBDI.
the population size inassociated with market
1980. size. See Alesina et al.
(2000).
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Table 3 List of Variables (Continued)

Independent Variables:

Variable (Expected Sign)

Description

Comments

Seurc

13) INRGDPS80 ()

Natural logarithm (In) afThe

the initial level  of
purchasing-power-parity
adjusted real
capita income in 198
(constant 2005 dollars).

GDP pemumber
Dwithout a 1980 value,

initial level for
most of the countrie
is 1980. For the sma
of countrie

the closest
year.

possibl

WBDI.

— 7

D

14) MINING (+)

The share of mining an
quarrying in GDP.

possible year.

dData are for the yearHall and Jones
1988 or the closest(1999).

15) OPEN (+)

Measures the proportion

years in the interval 196%-a value of 1 or O
1990 in which an economywhere 1 indicates open(1995).
internationaland O closed.

is open to
trade.

ofhe binary index take

sSachs and

Warner

16) REVCOUP (-)

Revolutions and Coups.

Number
coups and revolutions

of militararro (1991).

17) PRIGHTS ()

A political rights index thatThe index ranges fromBarro (1998).

measures democragyl to 7, with 1
compiled by Gastil and hisindicating the group of
associates (1982-1983 andountries with  the
subsequent issues) fronhighest level of

1972 to 1994.

political rights and 7
the lowest.

18) RULELAW (+)

Rule of law index recorde

early 1980s.

with 0
indicating the wors
maintenance of th

best.

dThe index ranges fromBarro (1998)
once for each country intheD to 1,

rule of law and 1 the

11

%4

19) SECTERSO0 (+)

Average years of second
and tertiary education g
total population.

ahyitial value in 1980.
f

Barro and Lege
(2013).

20) [SECTER8XINRGDP80] (-)

Interactive (product) term

, Initial values in 1980.

Barro and Lee

with  variables defined (2013);
above. WBDI.
21) TOTEDSO (+) Total education: averagénitial value in 1980. Barro and Lege

years of primary, seconda
and tertiary education d
total population.

[y
f

(2013).

22) [TOTEDS8OXINRGDP80] (-)

Interactive (product) term

, Initial values in 1980.

Barro and Lee

with  variables  defined (2013);
above. WBDI.
23) TOPEN (+) The ratio of total tradeAverage: 1980-2011 WBDI.

(imports + exports) to GDR.

Measures trade openness

Note: World Bank Development Indicators, 2012 (WBDI12].
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To iron out any business cycle fluctuations in ther capita growth rate and
investment ratio series, we use long-run cross4tpuwtata over the period 1980-2011. The
use of long-run averages minimizes potential endeig problems that may arise from
short-run business cycle correlations between tiveseseries. The same argument applies to
other flow variables in our dataset. In additionl]dwing Sala-i-Martin (1997), all the stock
variables in Table 3 are measured as close ashp®s$sithe beginning of the period (which is
1980). In this way, it is possible to estim#te impact on the net marginal product of capital
and per capita income growth980-2011)after the initial shock to an independent variable,
which should take care of simultaneity problemsalmore general context, we rely on the
Autometrics modelling procedure to select a weé#esfied, statistically robust and theory-

consistent empirical model.

5. Empirical Results

5.1 Direct Capital Productivity Estimates

Consistent with the Gets modelling approach dbedriin the previous section, the
capital productivity equation (9) is specified telude all the potential regressors listed in
Table 3, except the investment ratio and rule wfiledex. The impact of the investment ratio
on per capita income growth is measured by the pgyt or constantd;) in equation (9).
As discussed in Appendix 1, the rule of law indBXJLELAW) is available for 79 countries,
but for now we will consider our largest consisteample of 84 countries. Before the general
unrestricted model (GUM) is tested down to a speaifodel, the empirical researcher has to
make several decisions about the settings thatbeilused in the Autometrics programme

(see Doornik, 2009; Doornik and Hendry, 2013). IppAndix 2 we provide detailed
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information about the settings that we use to obthe specific models in Tables 4 and 5
below.

Column (i) of Table 4 reports the specific modBbsen by Autometrics for the
sample of 84 countries. The outlier detection t#sAutometrics, which is based on the
significance levels of the largest residuals, id&st two country dummy variables. The
regression model is well determined, with all treiables significant at the 1% and 5%
confidence levels. Although heteroscedasticity eétedted at the 1% significance level in
column (i), the model remains well determined wiheteroscedasticity-consistent standard
errors (HCSE) are used in column (ii). The diagwosgsts further show that the model is
well specified and that the residuals are normdilyributed.

As an additional test, we order the initial (Q9&vels of per capita income of the 84
countries in ascending order, and use the pararetstancy test of Autometrics to examine
the structural stability of the specific model iable 4 across different sub-sampte3wo F-
tests for structural stability, denoted as Choyy &ére reported in Table 4. The first one tests
for a break at the sample mid-point£ 0.5\, whereN is the number of countries), and the
other for a break at the 9(ercentile of the sample € 0.9N). Both tests are statistically
insignificant, showing that the regression modedtisicturally stable across the different sub-

samples.

! See Owen’s (2003: pp. 613-614) overview and empirical application of the parameter constancy test in
PcGets. We use the same settings in Autometrics.
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Notes:

a. The figures in parenthese re absolute t-statistics and the figures inycbriackets {§l p-values. ***
denotes significance at the 1% level and ** at3Be level. The t-statistics in column (ii) are dexvfrom

Table 4:

Regression Results of the Capital Productivity Fona9)

(i) (it)
Independent variable Specific Model | Specific Model
(HCSE)*
(1y)* 0 0
~ 0.1306*** 0.1306***
Asymptote @) (5.26) (4.87)
—0.1539** —0.1539**
INRGDP80/(/Y) (2.07) (2.45)
0.8155*** 0.8155**
TOTED80/(/Y) (2.70) (2.32)
— *k%k _ *%
(TOTED80X InRGDP8O)//Y) o.(gsgg) 0('2235‘)‘
0.0287*** 0.0287***
ABLAT/(11Y) (3.60) (3.94)
—0.0682*** —0.0682***
GCON/Y) (3.35) (2.80)
0.1191*** 0.1191**
GEX/(I/Y) (4.06) (2.40)
—0.0004*** —0.0004***
INFLSDEV/(I/Y) (4.75) (7.11)
—0.1927*** —0.1927***
PRIGHTS/(/Y) (3.07) 2.72)
0.0051*** 0.0051***
TOPEN/(/Y) (2.67) (3.76)
*kk *kk
Country dummy (Cote d'Ivoir8) 0%21%% 0%71%%
— *kk | *kk
Country dummy (Rwand3) 0(%3;(3)) 0(17358
Diagnostic Test$§
R 0.72
Standard error@) 0.035
Reset (misspecification): F-test {0.35}

Normality testx? [2] {0.85}
Heteroscedasticity(S): F-test {0.01}***
Heteroscedasticity(X): F-test {0.00}***

Chow (43): F-test {0.93}
Chow (77): F-test {0.70}

Number of observation$\j

84 countries

heteroscedasticity-consistent standard errors (HCSE

b. The significance levels d@6te d’'lvoire and Rwanda’s scaled residuals ar@%.and 1.63%, respectively,
which fall below the one-tail 2.5% critical valué the outlier detection test. Thus, because thé aful
outliers (against the alternative of no outliershicot be rejected at the 2.5% significance leweg t

country dummies are automatically added to theession model.

c. Two heteroscedasticity tests are reported: one ubat squares (S) and the other squares and cross-
products (X). The null hypotheses of the diagnostists are the following: i) no functional form
misspecification (using squares and cubes), ii) demadasticity, iii) the residuals are normally wlistted,
and iv) structural stability based on Chow tester more details, see Doornik and Hendry (2013).
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An important feature of the specific model in Tald is that the inverse of the

investment ratiol /Y)™, becomes redundant in the model reduction pro¢essffect, the

specific model imposes a zero coefficient(low)‘l, which implies constant returns to
capital in Figure 2(c). To verify, in a more direay, that the zero coefficient restriction is a

plausible assumption, we test the significance (b/fY)‘1 in the specific model. The

coefficient estimate o(l /Y)‘1 enters with a positive sign (0.66), but remairetistically
insignificant, irrespective of whether we use tmadjusted standard errors in column (i) (t-
value: 0.41) or the adjusted standard errors inral (i) (t-value: 0.40).

To test the robustness of the specific model ibl&&, we include the rule of law
index (RULELAW) as an additional variable in the MUMaintenance of the rule of law is
often identified as a key determinant of economeévelopment in the literature (see
Acemoglu et al., 2001; Barro, 1998; Rodrik et 2004; Easterly and Levine, 2003). Despite
its perceived importance in the literature, RULELA¥/eliminated in the Gets modelling

process for the reduced sample of 79 countriesiaed not enter the specific model

5.2 Per Capita Income Growth Rate Estimates

Although the direct capital productivity estimatasTable 4 are well determined and
statistically sound based on most of the diagnogtists, there is evidence of
heteroscedasticity. It is therefore informativeaasbustness check, to estimate the per capita
income growth rate equation (8) as well. Recallnfrehe discussion in section 4 that
equations (8) and (9) contain the same economarrimdtion, which makes it possible to

derive the estimates of capital productivity equai(9).

' The RULELAW regression results are available on request.
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By following the same modelling procedure as befdhe GUM for the per capita
income growth rate equation (8) includes all thdependent variables listed in Table 3,
except the rule of law index. Table 5 reports thecefic model chosen by Autometrics for
our consistent sample of 84 countries (see Appeddor a discussion of the settings used in
the model reduction process).

The specific model is well determined and stai#ly robust based on the battery of
diagnostic tests. None of the tests reject the ofila well specified model, normality,
homoscedasticity and no outlying observations. Xaréne the structural stability of the
model, we again order the 1980 per capita incomeldeof the 84 countries in ascending
order. The Chow tests for structural breaks atstiraple mid-point and $0percentile of the
sample are statistically insignificant, which shtvat the model is structurally stable across
rich and poor countries. The main results do nainge when RULELAW is included as an
additional explanatory variable in the GUM for aeduced sample of 79 countries. Taken
together, the diagnostic tests of the model sugidpdtone of the main concerns that have
been raised against the use of cross-country dataely cross-country heterogeneity in the

parameters of interédtis not evident in our study.

B see, for example, Baltagi (1995) and the empirical study of Attanasio et al. (2000: p. 185).
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Table 5:

Regression Results of the Per Capita Income Gr&atk Equation (8)

Independent variable Specific Model
Intercept @,) 0
0.1451***
o (5.99)
—0.2045**
INRGDP80 (2.54)
0.9412%**
TOTEDS8O (3.10)
—0.0976***
TOTED80x INnRGDP80 (3.12)
0.0278***
ABLAT (3.42)
—0.0549**
GCON (2.60)
0.1310***
GEX (4.04)
—0.0004***
INFLSDEV (2.82)
—0.2299***
PRIGHTS (3.54)
0.0053***
TOPEN (3.07)
Diagnostic Test§
R? -
Standard errord@) 0.75
Reset (misspecification): F-test {0.53}
Normality testx? [2] {0.53}
Heteroscedasticity(S): F-test {0.65}
Heteroscedasticity(X): F-test {0.23}
Chow (43) F-test {0.96}
Chow (77) F-test {0.68}
Autometrics outlier test: value of 236
the largest scaled residfial )
Number of observation$\j 84 countries

Notes

a. The figures in parenthesel§l are absolute t-statistics and the figures inycbrackets {Jl p-values. ***
denotes significance at the 1% level and ** at2t&% level.

b. Two heteroscedasticity tests are reported: one ubas squares (S) and the other squares and cross-
products (X). The null hypotheses of the diagnostists are the following: i) no functional form
misspecification (using squares and cubes), ii) dsmadasticity, iii) the residuals are normally wdstted,
and iv) structural stability based on Chow tests. iRore details, see Doornik and Hendry (2013).

c. The significance level of the largest scaled redidsi 1.81%, which exceeds the one-tail 1.25% aaiti
value of the outlier detection test. Thus, the wiilbutliers (against the alternative of no outijecan be
rejected at the 1.25% significance level.
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It is important to note that, in effect, the sfiecmodel in Table 5 imposes a zero
intercept term because it becomes redundant inGées model reduction process. The
insignificance of the intercept term or absencauwtbnomous growth in per capita income is
of particular interest in this paper. The intercég@t) in the per capita income growth rate
equation (8) measures the returns to capital irctmverted net capital productivity equation
(9) through the(l /Y)'1 term. Recall that the significance and signayf in equation (9)

determine whether there are diminishing, increasingonstant returns to capital, as depicted
in Figures 2(a)-(c). To confirm that the zero resion on the intercept term is indeed valid,
we directly test its significance in the specifiodel. The intercept enters with a positive
coefficient estimate of 1.34, but the t-value @®shows that it is not significantly different
from zero.

From the regression results in Table 5, we obttaénfitted values of the per capita
income growth rate model in equation (8) (absditgitistics in parentheses):
(@-p), =0+ O.%;lg)Sil 1Y), - 0.2048nRGDP8Q + 0.9412TOTEDSQ

- 0.((3)192)76{TOTED80>< INRGDP8(), - 00549GCON +01310GEX

(404)

—0.0004NFLSDEV, + 0.8422)78ABLATi - O.(235%1993RIGHT$

(282

+0.0053TOPEN + (i,

(307)

(10)

Equation (10) explicitly imposes a zero intercegtrt (or zero autonomous growth) to show

that it is statistically insignificant in the modelduction process.

6. Derived Capital Productivity Estimates and Interpretation of Results

The fitted values of the net marginal product apital (nMPQ) model in equation

(9) can be derived by dividing (10) t(y/ Y)i (absolute t-values in parentheses):
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NMPC, =0x(I /Y)* +0.145% 0.204{—'”RGDP8(3 +0 941;{_TOTED80j

(599) (254) /Y (310) /Y
0,097 TOTED8Ox INRGDP8 0054 GCON +0131 GEX
(312) /Y i (260) WA i (404) WA i (11)
0,000 INFLSDEV +0027 ABLAT — 0229 PRIGHTS
(282) | /Y i (342) Ly ) (354) /Y i
+O-005{TOPEN) + AZi
(307) Ly )

A comparison between the derived capital produgtiestimates in equation (11) and the
direct estimates in Table 4 shows that the regvagsiodels closely match each other. This is
not surprising, given that the per capita incomewgh rate equation (8) and the capital
productivity equation (9) are mathematically eqlewa The only difference can be found in
their statistical properties. Going back to thecdssion of the econometric specifications in
section 4, it was argued that if the error ternp@f capita income growth rate equation (8) is
well behaved, then dividing it by the investmerttaan the capital productivity equation (9)
may cause econometric problems. Indeed, when weaistcapital productivity equation (9)
directly in Table 4, there is evidence of heterdssticity and outliers. For the sake of
rigour, we will focus our discussion on the deriveapital productivity estimates in equation
(11), even though the direct estimates in Tabledlumn (ii)) are similar in magnitude,
significance levels and statistically robust onoeteloscedasticity effects and the two
outlying observations are accounted for. It is appathat none of our main discussion points
would change if we instead use the direct estimat@&able 4 as our empirical model.

As a starting point, it is informative to look the partial coefficient of determination
(partial R) of each explanatory variable fhe per capita income growth rate equation (10).
Table 6 lists the partial Reoefficients of the variables in descending ord@ased on this
criterion, the investment ratio is ranked firstldoéed by nine significant determinants of
capital productivity. Note that, for a given invesint effect on per capita income growth in

equation (10), all the other variables determirassfcountry per capita income growth rate
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differences through their effect on the producyiwt capital. This is made explicit in capital

productivity equation (11), where the impact of@stment on per capita income growth is
the constant or asymptot, = 0.145., and all the remaining variables are determinafts

the net marginal product of capital.

Table 6:

Partial R Coefficient of Explanatory Variables in Equatidi9)

Variable Partial R? Coefficient
1Y 0.3270
Determinants of Net Marginal Product of Capital (nMPC)

GEX 0.1803
PRIGHTS 0.1452
ABLAT 0.1364

TOTEDS80% INRGDP80 0.1167

TOTEDS8O 0.1149
TOPEN 0.1129
INFLSDEV 0.0965
GCON 0.0841
INRGDP80 0.0805

The analysis now turns to a detailed discussiothefempirical results in equations

(10) and (11), and how the main findings relattheexisting growth literature.

6.1 Returnsto Capital
It is important to reiterate that the sign andgigance of the intercept term in the per

capita income growth rate equation (10) provide easare of the returns to capital in the
converted productivity equation (11) through t(1dY)"l term. (See the discussion of the

corresponding theoretical specifications in equedi(6) and (7), and the different returns to
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capital scenarios depicted in Figures 2(a)-(c)h €kplain, in a theory-consistent way, why
the intercept term in the per capita income growatie equation serves as a measure of the
returns to capital in the productivity equation,ist necessary to look at one of the key
assumptions of Solow’§l956) canonical neoclassical growth model. Empiricalli@pgons

and extensions of the neoclassical model, suchas®tin Mankiw et al. (1992) and Hall and
Jones (1999), impose a common rate of technologiocafress across countries on the
assumption that knowledge or technology is a pudptiod freely available tall countries.
The main implication of this assumption is that,tlre long run, per capita income in all
countries will grow at the same, exogenously deieeoh rate of technological progress
(Fagerberg, 1994).

The only way in which the neoclassical model e&plain per capita income growth
rate differences in a given period is through titésrsal dynamics i.e. permanent shocks to
investment and other growth determinantshich generate temporary deviations from the
fixed or exogenous rate of technological progré&sspirical support for the neoclassical
model would have to show that the intercept ternthi@ per capita income growth rate

equation (10) is positive and significdat > 0) ; in other words, thathere is evidence of
positive autonomous growth once all the explanat@wyables are set to zero. This would
indicate that some proportion of growth across tes is fixed or exogenous, which, in
turn, implies diminishing returns to capital in etjon (11) through the(l /Y)'1 term. The
graphical representation of the diminishing retutascapital hypothesis is illustrated in
Figure 2(b).

The empirical evidence in this paper, however, doets support the diminishing
returns to capital assumption of the neoclassicadah The results ithe capital productivity

equation (11) show that the inverse of the investnratio, (I /Y)'l, is an insignificant

determinant of the net marginal product of capéfgl=0. Returning to Figure 2(c), this
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result implies that there are constant returnsafmtal at the asymptot@, = 0.145, with no

relation between the ratiof investment to GDP across countriesd its productivity.

Evidence of constant returns is consistent witho zzartonomous growth in the per capita
income growth rate equation (10). Thus, once al ¢loss-country determinants of growth
are accounted for in (10), there is no evidenca tked or common rate of growth among

the sample of 84 countries.

6.2 Investment Ratio

The investment ratiol/Y) is a highly significant determinant of per capit@ome
growth in equation (10), with its impact giving theerage net marginal product of capital of
14.5% inthe capital productivity equation (11). Similar to ostudy, coss-country studies
that use 25- to 30-year averages generally fin@tsscally significant relationship between
per capita income growth and the investment raéieen after controlling for other
determinants of growth (Barro, 1991; DelLong and Bwms, 1992, 1993; Levine and Renelt,
1992; Mankiw et al. 1992; Sala-i-Martin, 1997). efé is an important difference, however,
between the way in which we interpret our investitmesult compared with the conventional
interpretation in the cross-country growth literatuEvidence of constant returns in this
paper implies that changes in the investment ratimss countries generate permanent
growth effects in per capita income. This contrasgith the neoclassical interpretation in
Mankiw et al. (1992) and Barro (1991) where a niggagign on the initial level of real per
capita income is interpreted as diminishing retumneapital, so that permanent shocks to the
investment ratio only generate temporary growtteaf. As we shall emphasise below,
because the capital productivity specificationdf)(provides a direct and unambiguous test

of the returns to capital, the negative sign onittigal level of per capita income can no
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longer be interpreted as evidence of diminishirigrres, as also pointed out by Benhabib and
Spiegel (1994) quoted earlier.

The evidence presented thus far suggests thatinbhestment ratio is a key
determinant of long-run growth in our cross-coursaynple. This is further underlined by the
partial R coefficients of the different explanatory variablesTable 6, which show that the
investment ratio is the single most important daeteant of cross-country per capita income
growth rate differences.

How does the cross-country evidence presenteusmpaper compare with panel data
studies in the growth literature? Empirical studileat explore the cross-section and time-
series variation in the data generally find thatvgh Granger-causes investment, but not the
other way around (see, for example, Attanasio .et28i00; Blomstim et al., 1996; Carroll
and Weil, 1994; King and Levine, 1994). At firshese causality tests would seem to
contradict the resultsand interpretation of the investment-growth nexnghis paper. It is
highly probable, however, that panel studies arpturang short-run business cycle
correlations between investment and growth rathan tlong-run effects. Several panel
studies use investment and growth rates averaged ®year periods (Blomsm et al.,
1996; Carroll and Weil, 1994) or, in the case ofaAgasio et al. (2000), non-averaged data.
We have previously emphasised the importance afsidp the investment ratio and per
capita income growth rate data for cyclical flutioas. Indeed, the main motivation for
using 31-year averages over the period 1980-201d esmsure that we measure the long-run
impact of investment on growth. Moreover, since ¢negpirical model in Table 5 passes all
the diagnostic tests, including the misspecificatiest, the evidence suggests that the long-
run impact of investment on growth is not drivendogitted variables.

More recent panel data evidence in Bond et all@2&Gupports the cross-country

evidence presented in this paper. They take a gaaip¥5 countries over the period 1960 to
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2000 using annual pooled data with country-sped@ffects and address some econometric
issues that have been neglected in previous panéies, which include dynamic model
specifications to filter out business cycle fludtoas. They report that “...a permanent
increase in investment as a share of GDP from (tt# first quartile of our sample
distribution) to 15.1% (the sample median) is preat to increase the annual growth rate of
GDP per worker by about 2 percentage points” (87)10This implies a productivity of
capital of 33 percent, which is high. For indivitli@untries, the mean estimate of the
country coefficients shows a lower effect on growtlth a productivity of capital of 16
percent. This is very close to our estimate in &qug10) of approximately 14%.

The long-run growth effect of investment is cotesi$ with the prediction of several
theoretical models. These include Romer’'s (1986)sie endogenous growth model and
Aghion and Howitt's (2007) augmented Schumpetemg@owth model, in which capital
accumulation determines research and developmémvitias through its demand-creating
and cost-reducing effects. Although the fixed iriwreent ratio is an important individual
determinant of long-run growth, still a lot of tariance in cross-country growth can be
explained by differences in the productivity of itap We now examine the empirical

determinants of the net marginal product of capitaquation (11).

6.3 Initial Level of Per Capita lncome

The initial level of per capita income, INRGDR&nters the capital productivity
equation (11) with a negative sign and is stasédligcsignificant at the 2.5% level. Within the
framework of the neoclassical model (Solow, 1956)s result is taken as evidence of
conditional (beta) convergence due to diminishietgns to capital (see, for example, Barro,
1991, 1998; Mankiw et al. 1992; Temple, 1999). theo words, holding all the other

explanatory variables constant, the negative signvs that poor countries with low capital-
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labour ratios grow faster relative to rich courgrigith higher capital-labour ratios because
the productivity of capital falls as investmeniess The speed of conditional convergente (
implied by the estimate on the initial per capitaame variable is slow at 0.74 percent (t-
value = 2.74) per annuh

Great care needs to be taken, however, in intiéngréne negative sign on the initial
per capita income variable as necessarily rehatiig the neoclassical model because there
are other conceptually distinct reasons for expgcti negative sign. First, there is the notion
of ‘catch-up’. Poor countries might be expectedytow faster than rich countries because
they have a backlog of technology to absorb whiny thave not had to pay for themselves
(see Gomulka, 1971, 1990; Abramovitz, 1986; Dowraeld Nguyen, 1989; Dowrick and
Gemmell, 1991; Amable, 1993; Benhabib and Spiet@84). But ‘catch-up’ involves an
upward shift in the whole production function asdconceptually distinct from diminishing
returns to capital which involves a movemaiing a production function. Is conditional
convergence picking up diminishing returns to cpit the neoclassical sense or ‘catch-up’?
As Fagerberg (1994) notes in his survey of techmpland international growth rate
differences, tests of the two hypotheses are iimgigishable using initial per capita income
as a regressor (or initial per capita income abantry relative to the technological leader).

One of the novel and important features of oudgtinowever, is that we have been
able to test the hypothesis of diminishing retumsapital directly (as opposed to indirectly
through the sign on the initial per capita inconsiable) and find that the econometric
evidence rejects it. Thus the negative sign onrtitial level of per capita income in equation
(11) is more likely to be picking up the effect'cétch-up’, although it could also be picking

up the effect of structural change, with poor coest growing faster than rich countries

1 Following Mankiw et al. (1992), the conditional convergence rate (A) can be derived from the following
formula: — (1 - e_’“) = a,. We obtain the estimate on the initial level of per capita income (&, = —0.2045)

from equation (11), while our sample period (1980-2011) implies that t = 31. Plugging these values into the
Mankiw et al. formula, we get a conditional convergence rate of 0.74 percent per annum.
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(holding other variables constant) because of @fahift of resources from low productivity
sectors to higher-productivity sectors; for examfem agriculture to industry. The only
way to identify this possibility is to include arwttural change variable in the capital
productivity estimating equation.

Conditional (or beta) convergence, of course, doas mean absolute (or sigma)
convergence. This depends on the relative ratggavith of rich and poor countries taking
all growth factors into account. Some evidenceasfgible actuadlivergence is already given
in Table 2. The richest two quartiles of countnesl980 grew faster on average than the
poorest two quartiles. The difference is especiplignounced between the second richest
quartile and the two poorest ones. Note, howeweat, the standard deviations of the poorest
two quartiles are much larger than the richest tjaavhich means that while, on average,
there will be absolute divergence, some poor camtwill catch up. In fact, in our sample of
84 countries, 32 out of 63 countries in the pootteste quartiles grew faster than the average
of 1.64 percent per annum of the richest quattile.

Another way to analyse whether there has beenw@bsmnvergence/divergence is to
plot the standard deviation of real per capita meo(InRGDP) across our sample of 84
countries for each year over the period 1980-26igure 3 shows that the standard deviation
increases up to the year 2000, then levels offséads to decline. The decline is largely due
to the fast growth of many poor African countrieghe first decade of the new millennium.

Given our finding of constant returns to capitaross countries, growth rate
differences between rich and poor countries, asvshim Table 2, will persist for given
differences in the investment ratio and determimanit the productivity of capital. This
contrasts with the orthodox neoclassical predictba common long-run growth rate, once

all transitional dynamics of changes in investnaamd other factors have dissipated.

> Ghose (2004) in a study of 96 countries over the period 1981-97 finds that only 17 out of 76 developing
countries taken converged on the per capita income of the 20 developed countries.
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Figure 3
The Standard Deviation of Real Per Capita Income@DP), 1980-2011
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Note:

INRGDRP is the natural logarithm (In) of the purdhgspower-parity adjusted real GDP per capita
income level (constant 2005 dollars). Source: W8idaik Development Indicators (2012).

6.4 Education

With regard to education, our results show that itméal stock of education,
TOTEDBS8O, as measured by the average years of primacondary and tertiary education in
1980, impacts positively on the productivity of tap Estimates in equation (11) show that
an increase of one year in education increasepbeuctivity of capital by nearly one
percentage point. This is consistent with the wafrBarro (1998) showing a positive relation
between the stock of education and the growth otapita income across countries.

The interaction term of the initial level of educatwith the initial level of per capita

income tests whether the ability of countries teab new technology (i.e. to ‘catch-up’) is
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related to education (see Barro, 1998). The resudtquation (11) shows that it does. The
significant negative coefficient on the TOTED8INRGDPS80 variable (—-0.0976) means that
the negative coefficient on the initial level ofrpeapita income increases from 0.2045 to
0.3021 (t-value = 3.62) when the impact of educai®taken into account. This, in turn,
implies that an extra year of schooling raises ¢beditional convergence rate from 0.73
percent to 1.2 percent (t-value = 4.44) per annOmput in another way, an extra year of

schooling enables a country with a backlog of tetdny to catch-up at a slightly faster rate.

6.5 Tradevariables

The results in equation (11) show the two tradeables of the degree of openness
(TOPEN) and growth of exports (GEX) as statisticaignificant, but the impact of the
former is much weaker than the latter. A 10 pem@gatpoint difference in the openness
variable is associated with only a 0.05 percentagjat difference in the productivity of
capital, while a 10 percentage point differenceexport growth is associated with a 1.3
percentage point difference in capital productivityhe difference in result should not
surprise because the openness variable is esgemieking up static trade gains to the
efficiency with which capital is being used, whégport growth is picking up dynamic gains
from trade. The impact of export growth on capgedductivity works from the supply-side
and the demand-side. Export growth allows a fagtewth of imports which can aid the
productivity of domestic capital. Export growth haglirect effect on demand growth in an
economy which helps to keep capital fully employaald export growth can lift a balance of
payments constraint on domestic growth allowingottlier components of demand to expand
faster without causing shortages of foreign exckafdpere is a rich literature of the role of
exports and foreign exchange in countries achieViiglp rates of economic growth (see

McCombie and Thirlwall, 1994, 2004; Thirlwall, 2013
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6.6 Macroeconomic Variables

Our model using Autometrics finds that governmesmisuimption as a proportion of
GDP, and the standard deviation of the inflatiote,raas a measure of macroeconomic
instability, both impact negatively on the produityi of capital. The impact, however, is not
large. Equation (11) shows that a one percentagat pocrease in the government
consumption/GDP ratio (GCON) reduces the produgtiaf capital by 0.05 percentage
points. The channels through which a higher le¥ejavernment current expenditure may
reduce the productivity of capital are numerousthatmain effect is likely to be a diversion
of resources away from the higher productivity e tprivate sector, and the debt
implications of government borrowing to finance somption. Many ‘new’ growth theory
studies also find government current expendituiects negatively the growth of output (see,
for example, Barro, 1998). This does not necegsamiéan, of course, that government
expenditure is undesirable, particularly if it ised for welfare enhancement in areas of
education, health provision, and support for therpdhere may be a trade-off between
growth and welfare provision or equally a completagnrelationshif’.

Equation (11) shows that a 10 percentage poinease in the standard deviation of
inflation (INFLSDEV) reduces the productivity of migal by only 0.004 percentage points.
The main channel through which macro-instabilitguees the productivity of capital is
through the difficulty that an unstable economy imasaintaining a full employment level of
output. Stop and start policies of governments rmomiéd with inflation, and other sources of
instability, are not conducive to the full utilisat of capital capacity. If instability is
associated with foreign exchange shortages, thie abtakes it hard to operate capital

efficiently if there is difficulty in paying for sgre parts from abroad.

'8 Due to the lack of data over our sample period, we are not able to adjust the government consumption ratio
for welfare effects. Barro’s (1998) government consumption ratio, on the other hand, excludes spending on
education and defense. The negative impact of his adjusted ratio on per capita income growth is almost three
times larger than our 0.05 estimate. These differential findings imply that some part of government
consumption spending may be growth promoting.
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6.7 Geography and I nstitutions

The results in equation (11) show that both ggalyyaand institutions matter for the
productivity of capital. Geography in our studymeasured by absolute latitude (ABLAT), or
distance from the equator. The coefficient estinwit®.0278 indicates that for a country 10
degrees north or south of the equator, the netustoadty of capital is 0.2 percentage points
higher. This may have something to do with sectatitierences in productivity between
agriculture and industry; with differences in thedguctivity of agriculture itself between
temperate and tropical zones, and with work eff@mopical zones specialise more in
agriculture than industry; agricultural productyvis lower in the tropics than in temperate
zones, and cooler climates are less debilitatingMarkers than the heat of the tropics. The
growth performance of countries in the tropics naso be slower relative to countries
situated in temperate zones due to high transpmstscto core markets and high disease
burdens (Gallup et al., 1999).

Since the rule of law index is a redundant vagablthe model reduction process (see
section 5), institutions in our study are measurgd political rights index, as a measure of
democracy, as originally compiled by Gastil (198386). The index ranges from one to
seven, with one indicating the highest level ofitpal rights and seven the lowest. Equation
(11) shows that a difference between one and sevéme index (PRIGHTS) is associated
with a reduction in the productivity of capital ©f38 percentage points. Democracy would
appear to be good for growth.

There is a debate in the economic developmentatitee on the importance of
geography versus institutions in explaining theéune of nations (see Acemoglu et al. 2001;
Acemoglu et.al.,, 2002; Easterly and Levine, 2003)dik et. al., 2004; Sachs and
collaborators, 2004; Sachs, 2008; and ThirlwallL 2€r a survey of the debate). Acemoglu

et al. (2001) and Rodrik et al. (2004) argue thatiiutions trump geography in the sense that
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geography is not a direct determinant of econoreietbpment, as advocated by Sachs and
collaborators (2004) and Sachs (2008). They shoat theography affects economic
development indirectly via its impact on the quabf institutions. Note, however, that these
studies are concerned with the impact of instingion thdevel of development. As Rodrik
et al. (2004: p.156) emphasise, although theirlt®esihow that institutions dominate in a
model that explains levels of per capita incomeos&rcountries, the same result may not
necessarily hold for a per capita incogrewth rate equation. Indeed, as our results show,

both institutions and geography are independemrawhants of long-run growth.

7. Conclusion

In this paper we have shown a simple way of defjrttre marginaproductivity of
capital, and estimating its determinants, by divida ‘new’ growth theory equation by a
country’s investment ratio. This also makes it gaesto estimatedirectly whether or not
there are diminishing returns to capital, withauterpreting the negative sign on the initial
per capita income variable as ‘proof of diminishimeturns which is risky because the
negative sign could be the result of ‘catch-upfaster structural change in poor countries
which are both conceptually distinct from movemealsng a production function. The
econometric evidence from our sample of 84 coumitoier the period 1980-2011, using the
general-to-specific model selection algorithm of tédwetrics, rejects the hypothesis of
diminishing returns to capital and supports thelaggion of constant returns, as represented
by the AK model of ‘new’ growth theory. On the otheand, we also find that the standard
deviation of the productivity of capitalithin groups of poor countries is higher than within
rich countries. We find that the investment ratidhe single most important determinant of
growth rate differences between countries (see€T@ll and the growth of exports is the

most important determinant of differences in themarginal productivity of capital between
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countries, followed by political rights as a profoy institutions; latitude; education and its
interaction with initial per capita income; tradgenmness;, macroeconomic instability;
government consumption as a proportion of GDP,thednitial level of per capita income.

The Gets modelling procedure rejects the role mdricial variables, mining as a proportion
of GDP, population growth and size, and the nunobeevolutions and coups.

There is evidence of conditional (beta) convergeut we attribute this to ‘catch-
up’ or structural change because the orthodox espilen of diminishing returns to capital is
rejected by the data. Tests for absolute (sigmalvex@ence shown in Figure 3 show
divergence from 1980 up to the year 2000 and then some eg&ehconvergence due to the
fast growth of many poor African economies sinc@@0n general it seems clear that 'new'
growth theory, and particularly the constant resutm capital assumption of the AK model,
can go a long way in explaining persistent divisiamthe world economy between rich and

poor countries.
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APPENDIX 1: List of Countries

Our cross-country dataset consists of 84 countoieall the variables listed in Table
3, except the rule of law index (RULELAW). The sdepize is reduced to 79 countries if
we include the rule of law index as an additionallanatory variable. The five countries for
which the rule of law index is not available arerkea with an asterisk (*) in the table below.
The sample excludes the following oil-producing minies: Algeria, Gabon Iran, Iraq,
Kuwait, Nigeria, Oman, Saudi Arabia, and VenezuSkeral countries listed in World Bank
Development Indicators (2012) were omitted from #znple due to missing variables.

Lastly, based on the outlier detection test of Awtrics (Doornik, 2009; Hendry and

Doornik, 2013), China and Lesotho are also excldd®d the sample.

Number Country Income Classification
(World Bank, 2013)
1 Argentina Upper middle income
2 Australia High income
3 Austria High income
4 Bangladesh Low income
5 Belgium High income
6 Benin* Low income
7 Bolivia Lower middle income
8 Botswana Upper middle income
9 Brazil Upper middle income
10 Cameroon Lower middle income
11 Canada High income
12 Chile High income
13 Colombia Upper middle income
14 Congo, Democratic Republic | Low income
15 Congo, Republic Lower middle income
16 Costa Rica Upper middle income
17 Cote d'lvoire Lower middle income
18 Cyprus High income
19 Denmark High income
20 Dominican Republic Upper middle income
21 Ecuador Upper middle income
22 Egypt Lower middle income
23 El Salvador Lower middle income
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24 Finland High income
25 France High income
26 Gambia Low income
27 Germany High income
28 Ghana Lower middle income
29 Greece High income
30 Guatemala Lower middle income
31 Honduras Lower middle income
32 Hong Kong High income
33 Iceland High income
34 India Lower middle income
35 Indonesia Lower middle income
36 Israel High income
37 Italy High income
38 Japan High income
39 Jordan Upper middle income
40 Kenya Low income
41 Korea High income
42 Luxembourg High income
43 Malawi Low income
44 Malaysia Upper middle income
45 Mali Low income
46 Malta High income
47 Mauritania* Lower middle income
48 Mauritius* Upper middle income
49 Mexico Upper middle income
50 Morocco Lower middle income
51 Mozambique Low income
52 Netherlands High income
53 New Zealand High income
54 Nicaragua Lower middle income
55 Norway High income
56 Pakistan Lower middle income
57 Panama Upper middle income
58 Paraguay Lower middle income
59 Peru Upper middle income
60 Philippines Lower middle income
61 Portugal High income
62 Rwanda* Low income
63 Senegal Lower middle income
64 Sierra Leone Low income
65 Singapore High income
66 South Africa Upper middle income
67 Spain High income
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68 Sri Lanka Lower middle income
69 Sudan Lower middle income
70 Swaziland* Lower middle income
71 Sweden High income
72 Switzerland High income
73 Syria Lower middle income
74 Tanzania Low income
75 Thailand Upper middle income
76 Togo Low income
77 Trinidad & Tobago High income
78 Tunisia Upper middle income
79 Turkey Upper middle income
80 Uganda Low income
81 United Kingdom High income
82 United States High income
83 Uruguay High income
84 Zambia Lower middle income

APPENDIX 2: Settings of Autometrics

The Gets model selection algorithm of Autometpesvides the empirical modeller
with several ‘target sizes’ to choose from, whidtert sets the critical value at which

regressors will be eliminated in the model reductgwocess (Doornik, 2009; Doornik and

Hendry, 2013). In this application we consider ¢hf(ewo-tailed) target sizesp,=1%, P,
=2.5%, andp, =5%. Each target size, in turn, corresponds toeataited critical value for the

automated outlier detection tegd;,= 0.05%, p,;= 1.25% andp,; = 2.5%, where the null

hypothesis is outliers against the alternative ofowtliers. The outlier test is designed to

detect countries with large residuals. Say, fomgxa, the researcher chooses a target size of
P,=1%, then, by default, the critical value for thetler detection test ig;;= 0.05%. This

option will ensure that the final selected modedires variables that are clearly statistically

significant, but at the cost of excluding some ahles that may actually matter (Hendry and
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Krolzig, 2001; Ericsson, 2012). A target size pf=5% (p,; = 2.5%), on the other hand,

may err on the side of keeping some variables, gwangh they don’t actually matter.

Thus, a key empirical issue it to select an apabg target size. Our empirical
strategy is the following. As a basic guide lines astimate Gets models for each target size
and then choose the regression model that paskdabealdiagnostic tests at the 10%
significance level. If this strategy yields incomsive results, for example, when all the
models fail the same diagnostic test, then we liseSthwarz (1978) criterion (SC) to select

the final model. Based on these criteria, the ehgitoductivity estimates in Table 4 are

obtained with a target size g§, =5% (p,; = 2.5%), and the per capita income growth rate

estimates in Table 5 with a target size pf=2.5% (p,, = 1.25%). In the case of the

estimates in Table 4, all the models with differetarget sizes showed signs of
heteroscedasticity, so the SC was used to sele@ppropriate model. The regression model
in Table 5 withp,=2.5% (p,, = 1.25%), on the other hand, was the only onephased all
the diagnostic tests.

Finally, Autometrics provides an option to condwctpre-search test, with the
objective of removing variables at an early staus &re clearly insignificant in the initial
GUM. This option can significantly reduce the numbgsearch paths during the next stage
of the algorithm (see Ericsson, 2012; Owen, 2008nur application, the pre-search option

is switched on.
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